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SUMMARY

The purpose of the article is to conduct an in-depth analysis of the concepts and approaches related to determining the legal status arising from the liability of artificial intelligence, to evaluate the significance of these concepts, and, at the same time, to identify existing gaps in the regulation of legal issues such as the recognition of legal personality for artificial intelligence, the attribution of liability, and other related matters. Furthermore, the article aims to propose legal regulatory frameworks that may be applicable in the future.
The methodology of the article is based on the application of legal analysis, synthesis, legal syllogism, the comparative law method, and normative research for the purpose of analyzing the legal status of artificial intelligence.
The scientific novelty of the article lies in the systematic analysis of concepts related to the determination of the legal status of artificial intelligence, the assessment of international practice through the comparative legal method, and the introduction of new approaches concerning the formation of legal subjectivity for artificial intelligence. In addition, the research conducted in the direction of identifying legal liability, regulatory frameworks, and normative gaps provides new scientific findings in this field.


ÖZET

Bu makalenin amacı yapay zekânın sorumluluğundan kaynaklanan hukuki statüsünün belirlenmesine ilişkin mevcut kavramların ve yaklaşımların derinlemesine analizini yapmak, bu kavramların önemini değerlendirmek ve aynı zamanda yapay zekâya hukuk süjesi niteliği kazandırılıp kazandırılamayacağı, sorumluluğun tayini ve diğer hukuki meselelerin düzenlenmesi alanındaki mevcut boşlukları tespit ederek, gelecekte uygulanabilecek hukuki düzenlemelere dair öneriler geliştirmektir.
Makalenin metodolojisi yapay zekânın hukuki statüsünü analiz etmek amacıyla hukuki analiz, sentez, hukuki kıyas yoluyla çıkarım (sillojizm), karşılaştırmalı hukuk yöntemi ve normatif araştırma gibi bilimsel metodların uygulanmasına dayanmaktadır.
Makalenin bilimsel yeniliği yapay zekânın hukuki statüsünün belirlenmesine yönelik kavramların sistematik olarak analiz edilmesi, bu alandaki uluslararası uygulamaların karşılaştırmalı hukuk yöntemiyle değerlendirilmesi ve yapay zekânın hukuk süjesi olarak tanınmasına dair yeni yaklaşımların ortaya konulmasından ibarettir. Ayrıca, hukuki sorumluluk, düzenleyici çerçeveler ve normatif boşlukların tespitine yönelik yapılan incelemeler, bu alanda yeni bilimsel sonuçlar sunmaktadır.


INTRODUCTION:

In recent years, the development of artificial intelligence (AI) technologies has led to fundamental changes across various spheres of public life, advancing at a geometric rate toward a cybernetic society. The rapid progress of innovations—particularly in the field of information technologies—has posed significant challenges to legal systems and regulatory frameworks. Among these challenges, the most pressing is the issue of determining the legal status of artificial intelligence.
It must be acknowledged that as the influence of non-biological intelligence on individuals and society grows, so too do the demands and expectations regarding the legal recognition of AI. Technologies capable of simulating human intelligence call into question established notions of "legal personality"—that is, an entity recognized by law, possessing rights and bearing responsibilities—as well as traditional concepts of legal subjectivity. This, in turn, creates a need to revisit and revise the legal classifications applied to such entities. (White, pp. 74–75) From this perspective, the recognition of AI as a legal subject must be examined both theoretically and practically.

MAIN BODY:

1. The Importance of Determining the Legal Status of Artificial Intelligence
Before determining the legal status of artificial intelligence (AI), it is essential to address the significance and essence of AI's potential to act as a subject of law. The concept of legal personality has been a persistent subject of philosophical and theoretical debate among legal scholars since the inception of legal science. Legal history has demonstrated that the definition of legal personality has evolved depending on the period, geographic context, social realities, and, most importantly, prevailing forms of life. (Chopra/White, Autonomous Artificial Agents, p. 157; Ersoy, p. 86). In this regard, it is not the views of legal scholars that have shaped the form and content of the concept of legal personality, but rather the aforementioned factors.
One of the fundamental questions that occupied the minds of legal scholars during the formative stages of legal theory was: Is it necessary to be human in order to possess legal personality? Roman law provided a thought-provoking precedent to this question even before the modern concept of “legal person” had fully emerged. Notably, Roman law granted certain legal rights to non-human entities such as monasteries, cities, and rivers, thereby challenging existing stereotypes.
However, it must not be overlooked that Roman law addressed this issue not only through progressive theses and practices but also through antitheses. Paradoxically, this is reflected in the fact that women and children under the authority of the pater familias were not granted direct legal rights. (Çelebican, p. 160). According to Roman law, while the pater familias was the bearer of rights and duties on behalf of the family, women and children could benefit from legal entitlements only indirectly—within the bounds of the pater familias’ will and discretion. As a result, women and children were not considered full subjects of law since they could not directly exercise legal rights. Thus, Roman law effectively undermined the thesis that all human beings inherently possess legal personality.

2. Common Aspects of Legal Concepts Concerning Artificial Intelligence
When examining the body of approaches that support granting legal status to artificially intelligent entities, it becomes evident that these approaches share a common emphasis on the legal and formal dimensions of personhood. They advocate for the recognition of legal subjectivity in line with public acceptance and compatibility with the core principles of law. In other words, legal personality is conferred upon entities that are acknowledged by both society and the legal system and are capable of functioning within an appropriate legal framework. Thus, these approaches are grounded in the belief that attributing legal personality to artificial intelligence aligns with the current demands of modern legal policy. (White, pp. 74–75)
Unquestionably, the prevalence of these perspectives is not coincidental. The unique technical and cognitive features of AI have created a context in which determining legal liability for harm resulting from its operation poses serious challenges. (Pagallo, Legal Personhood, p. 6) In legal terminology, these challenges constitute what is referred to as “legal gaps”—not due to flawed regulation or unprofessional procedural rules, but rather due to the absence of a normative framework in this field. (Bayamlıoğlu, p. 136)
Another common element in these approaches is the assertion that AI demonstrates functional and intellectual capacities analogous to those of living organisms, particularly humans. (Solum, p. 1252) These attributes compel us to view AI not merely as a tool comprised of programmed algorithms, but as a subject with substantial potential for development. In fact, such advancement may become so significant that it becomes inevitable to recognize ownership rights over all AI-generated objects, thereby triggering related civil, administrative, and even criminal liabilities. (Teubner, p. 6)
The final shared characteristic among these approaches is the concern that failing to recognize the legal status of AI may lead to serious misuse and exploitation. For instance, an object created or an idea proposed by an AI system may embody motivations relevant to property rights. (Zimmerman, p. 21) In the absence of clearly defined legal status, individual actors may appropriate such ideas or patent the resulting products, even claiming ownership rights over them. In short, attributing legal personality to AI enables more effective use of its potential within a structured legal framework and fosters the development of a favorable legal regime that ensures society maximally benefits from these technological advancements. (Bacaksız/Sümer, pp. 145–146)

3. Concepts and Their Practical Applicability
The nature of legal personality and the question of which entities may be granted such status have historically given rise to extensive intellectual discourse within philosophical, sociological, and legal contexts. Over time, numerous conceptual approaches have emerged, grounded in diverse theoretical frameworks. Nonetheless, the recognition of legal status for certain entities—and the substance of that status—has not been based solely on abstract theories. It has also been shaped by prevailing social realities, the functional demands of legal systems, and the institutional structure of society. (Çelebican, p. 160) Legal systems, taking into account the developmental trajectory of social dynamics, construct normative regimes and implement regulatory interventions through mechanisms of legal adaptation in order to respond adequately to evolving societal relations. One of the clearest manifestations of this legal transformation is the extension of legal personality to non-natural entities in some legal systems. (Chopra/White, Autonomous Artificial Agents, p. 155)
In the contemporary era, pragmatic and functional justifications for recognizing the legal personality of non-human entities have gained relevance, particularly within the legal framework governing artificial intelligence and robotics. (Kılıçarslan, p. 381) The ongoing digital transformation and the growing influence of AI have confronted legal systems with new social demands, compelling them to consider granting legal status to these technologies. As such, the attribution of limited legal personality to AI is increasingly regarded as an inevitable legal development—both in terms of social reality and regulatory necessity.
The dynamic nature of global legal systems and their capacity for normative flexibility also raise the possibility that, in the future, legal personality may be extended to other non-human entities beyond artificial intelligence. Within this context, AI systems and other non-biological entities—although they may share some human-like features, yet remain fundamentally distinct from human beings—have become the subject of pressing legal inquiry. Specifically, the formation of a novel model of legal personality tailored to such entities within contemporary legal theory now represents one of the major challenges faced by legal science.
At present, several conceptual approaches have been proposed regarding the attribution of legal personality to AI systems. Let us now examine these concepts in more detail.

1.1. Artificial Intelligence from the Perspective of the “Electronic Person” Concept and Its Evaluation

1.1.1. The Concept of “Electronic Person”
Before turning to the concept, it would be more appropriate to define what is meant by “electronic person.” An electronic person is a subject with the capacity to participate in legal relations, operating entirely or predominantly in a digital environment, recognized and identified through digital identification means, and possessing legal personality or a status similar to legal personality.

1.1.2. The Importance and Necessity of Defining the “Electronic Person” Concept
The necessity for defining the “electronic person” concept arises from the fact that today, artificial intelligence systems participate in legal relations without bearing any rights and obligations. (Gunther, J./Munch, F./Beck, S./Loffler, S./Leroux, C./Labruto, R., p. 823) Any legal violation committed by artificial intelligence systems outside the will of the parties does not create liability in relation to the parties. These cases, mostly encountered in private legal relations, do not impose any rights and duties on artificial intelligence, and because AI is approached not from the perspective of “legal personality” but from the perspective of an object, tool, or instrument, liability is not assigned to any party. This also means that the responsibility for compensation of damages is not assigned to either party and is excluded.
The problem even reaches a level where one of the parties not involved in the legal relationship — the manufacturer, programmer, owner, or user — becomes the liable party regarding compensation for the resulting damage. Therefore, granting AI systems a minimal legal status by recognizing minimum rights and obligations will, to some extent, prevent legal risks and legal gaps in the current perspective. (Hanisch, Jochen; Haftung Für Automation, Göttingen: Cuvillier, 2010, p. 100) This, in turn, demonstrates the practical significance of the “electronic person” concept.
Another progressive and practically significant aspect of the concept is that it envisions the establishment of an “Electronic Personhood Fund” for compensating material and moral damages arising from the activities of artificial intelligence. (Wettig, Steffen; Vertragsschluss mittels elektronischer Agenten, Berlin: Wissenschaftlicher Verlag Berlin, 2010, p. 1) So, how necessary is the creation of this fund, and what does it arise from?
– As is known, the number of legal violations directly or indirectly caused by the activity of artificial intelligence is increasing day by day. We must accept that legal science is going through a difficult time because of this. From this point of view, it should be noted that the issue with which legal science is “struggling” is the implementation of preventive measures regarding legal violations. Regretfully, it must be noted that today artificial intelligence is at least 100 years ahead of legal science. Therefore, the most reasonable step for modern legal scholarship would be, at best, to establish initial legal regulations aimed at eliminating the consequences until comprehensive regulation is implemented. In this context, the fund mentioned above holds significant importance.
The “Electronic Personhood Fund” is not, in fact, a practice unfamiliar to us. At first glance, it resembles an insurance fund with which we are already familiar. That is, parties to the legal relationship (manufacturer, software provider, and user entities) must, considering potential risks, pay a certain amount of funds into the fund, thus guaranteeing both the legal relationship and the seamless resolution of any issues related to damage compensation. (Gunther, J./Munch, F./Beck, S./Loffler, S./Leroux, C./Labruto, R., p. 825) On the other hand, in the case of emerging liability, liability will not be attributed to a single person but to several parties. This will offer a more objective approach to the issue of damage compensation and will encourage parties to act more responsibly and carefully regarding matters related to AI systems. As a result, the party formally bearing legal liability will be the artificial intelligence system, but in fact, it will be the party or parties that want the artificial intelligence to act as a party in the legal relationship and thus consciously assume responsibility for it. (Gunther, J./Munch, F./Beck, S./Loffler, S./Leroux, C./Labruto, R., p. 825)
Undoubtedly, with the granting of “electronic person” status, artificial intelligence will also be assigned certain attributes and individualized information. The main issue here is the assignment of a unique electronic identification code for each system to increase legal oversight and transparency over AI systems, as well as the creation of a “State Registration Authority for Electronic Persons” and a “State Register of Electronic Persons” for centralized coordination of such attributes. This is of great importance both for ensuring uninterrupted and complete control over AI systems and for the parallel distribution of liability with the state.


1.1.3. The “Electronic Person” Concept in Current Reality
The most significant legal and practically important initiative in the field of forming an electronic personality model was undertaken by the European Parliament. On 16 February 2017, the European Parliament adopted a resolution titled Civil Law Rules on Robotics aimed at regulating the legal and social consequences of robotics and automation systems. (European Parliament Resolution of 16 February 2017 with Recommendations to the Commission on Civil Law Rules on Robotics)
Upon a detailed examination of the resolution, it becomes clear that the European Parliament, in its decision, emphasized the importance of determining the legal regime of artificial intelligence and robotics and put forward the idea that these technologies possess a more complex legal status than merely being objects of ownership. (Bozkurt Yüksel, p. 22) Overall, this model proposed by the European Parliament is a new approach both in national and international legal contexts. This, in turn, demonstrates how significant the Electronic Person concept may become in future perspectives. (Kılıçarslan, p. 380)

1.2.  Artificial Intelligence from the Perspective of the Concept of “Person Similar to a Legal Person” and Its Evaluation

1.2.1. The Concept of a “Legal Person”
The concept of a “legal person” is one of the fundamental concepts long known to legal science and encompassing major institutions of civil law. In civil law, numerous definitions have been given to the legal person. One of them is as follows:
· “A collective entity created by a group of individuals for the purpose of meeting social and economic needs is called a legal person.”

1.2.2. The Concept of a “Person Similar to a Legal Person”
	A “person similar to a legal person” is an entity created to operate in everyday life or in cyberspace, possessing autonomous or semi-autonomous decision-making capabilities based on artificial intelligence technologies, registered, authorized to enter into legal relations, and bearing a limited legal person status.
	
1.2.3. The Importance of Defining the Concept of a “Person Similar to a Legal Person”
The fact that we previously mentioned the definition of a “legal person” is not a coincidence. The reason is that the concept of a “person similar to a legal person” advocates the recognition of a legal status similar to that of a legal person for artificial intelligence systems, based on several similar features. But where does this approach originate from, and what is its distinctive aspect?
– First and foremost, it should be noted that the significance of creating this concept lies in the fact that legal regulations related to “legal persons” are already familiar to society and especially to legal science, compared to other concepts. Although legal persons as organizational structures differ from artificial intelligence systems in terms of functionality and purpose, the reasons and mission behind their creation are similar. (Bayamlıoğlu, p. 138) This is the distinguishing feature of the concept from other concepts. For instance, the phrase “meeting social and economic needs” mentioned in the definition is significant in this regard. Because both organizations and artificial intelligence systems primarily aim to meet social and economic needs, and subsequently, to ensure the optimal management of resources and the efficient organization of human activity. (Pagallo, Legal Personhood, p. 9) Precisely for this reason, some legal scholars and researchers propose the formation of a personality model for artificial intelligence systems similar to the legal person model existing in commercial law. (Bozer, Ali/Göle, Celal; Ticari İşletme Hukuku, Updated and Expanded 5th Edition, Bank and Commercial Law, 24th Edition, Bank and Commercial Law Research Institute, Ankara 2018, p. 265)

1.2.4. Limitations of the Concept
It should be remembered that although this concept may appear theoretically effective, it is equally deficient in practice. The issue is that considering the types of activities and level of functionality of artificial intelligence systems, their participation not only in commercial legal relations but also in other legal relations is inevitable. (Çetin, Yapay Zeka ve Hukuk ile İlgili Güncel Tartışmalar, p. 55) This is because legal relations are a complex construct. On one hand, when a legal relation is formed, on the other hand, its comprehensive development requires consideration of the parties’ liabilities, grounds for termination, and changes in the relation as legal risks.
Thus, although the concept of a “person similar to a legal person” may appear rational from the perspective of “meeting social and economic needs,” it creates significant practical difficulties. There are several reasons for this:
· The first reason is that the interaction between humans and artificial intelligence is more complex than traditional legal relations and involves numerous parties. Therefore, determining the circumstances under which artificial intelligence will bear liability will become more difficult, and as a result, new legal regulations will be needed. (Çetin, Yapay Zeka ve Hukuk ile İlgili Güncel Tartışmalar, p. 56)
· The second reason is that the legislation regarding the status of legal persons differs across the world. (Pagallo, Legal Personhood, p. 6) This will create significant difficulties in forming a universal model of “person similar to a legal person” for artificial intelligence. Above all, the diversity of legal systems in itself is a problem for how the issue is approached. (Bacaksız/Sümer, p. 147)
· The third and final reason is that, today, countries around the world are not ready to change the legally defined status of legal persons. (Bacaksız/Sümer, p. 149) According to current legislation, legal persons can operate only based on human will. In such a situation, accepting autonomous systems like artificial intelligence as a “person similar to a legal person” would require fundamental legal reforms, which demand strong political will and carry significant risk. (Çetin, Yapay Zeka ve Hukuk ile İlgili Güncel Tartışmalar, p. 57; Bacaksız/Sümer, p. 148)

In conclusion, it should be noted that although granting artificial intelligence the status of a “person similar to a legal person” may seem logical in terms of clarifying legal liability and placing operations within a legal framework, currently it appears neither theoretically nor practically realistic. Therefore, in the future, legal systems may develop based on recognizing artificial intelligence not as a legal person but as a new legal category.


CONCLUTION: 
In conclusion, it is essential to develop a unified international approach, harmonize the normative framework, and clearly define the principles of legal liability in order to determine the legal status of artificial intelligence. This process must address fundamental questions such as whether artificial intelligence should be recognized as a legal subject, to whom the legal consequences of its actions should be attributed, and how ethical and liability-related issues should be regulated.
The two models proposed in this article may offer effective solutions in different respects to these questions. All conceptual frameworks developed in this direction serve, to varying degrees, as cornerstones for the creation of a more universal legal model.
Overall, the conclusion reached is that recognizing artificial intelligence as a fully-fledged legal person is neither legally nor ethically appropriate at this stage. However, taking into account its functional capabilities and participation in legal relations, the application of a limited and special legal status—particularly the “electronic person” model—may be considered the most rational solution. This would contribute both to ensuring legal certainty and to integrating the technology into society in a responsible and beneficial manner.
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